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27. Juni 2018
Begriflung

Peter Dabrock - Vorsitzender des Deutschen
Ethikrates

Sehr geehrter Herr Président, sehr geehrte Da-
men und Herren Abgeordnete, liecbe ehemalige
und jetzige Mitglieder des Deutschen Ethikrates,
dear friends, guests and speakers from abroad,
meine Damen und Herren hier im Saal und im

Livestream, wo immer Sie uns gerade verfolgen,

sehr herzlich begriile ich Sie zu der Jahresta-
gung des Deutschen Ethikrates, die dieses Jahr
einen besonderen Anlass und eine besondere
Prigung hat: Es ist das zehnjdhrige Jubildum des
Deutschen Ethikrates. Auf der Grundlage des am
1. August 2007 in Kraft getretenen Ethikratge-
setzes kamen am 24. April 2008 im Paul-Lobe-
Haus die zu gleicher Zahl durch Bundesregie-
rung und Bundestag berufenen 26 Mitglieder zu
ihrer konstituierenden Sitzung zusammen. Sie
wihlten den ehemaligen Justizminister Professor
Edzard Schmidt-Jortzig — den ich ebenso herz-
lich begriiBe wie seine Nachfolgerin, Frau Pro-
fessor Christiane Woopen — zu ihrem ersten Vor-
sitzenden und debattierten laut Tagesordnung
unter anderem iiber das Corporate Design und
das zukiinftige Arbeitsprogramm. Zum Thema
Corporate Design: Wir haben seit gestern, piinkt-

lich zum Jubildum, eine neue Homepage.

Wir wollen heute und morgen allerdings nicht
auf die zehn Jahre zuriickblicken, in denen unter
anderem 14 umfangreiche Stellungnahmen ver-
offentlicht worden sind und zahlreiche Veran-
staltungen organisiert wurden. Mdglich wurde
das durch die ehrenamtliche Arbeit der Mitglie-
der und die fleiBige und kompetente Unterstiit-
zung der Geschiftsstelle unter der Leitung von
Herrn Dr. Vetter.

Nein, wir wollen uns in dieser Tagung den tech-
nischen und biotechnologischen Herausforderun-
gen der Gegenwart und der erwartbaren Zukiinf-
te zuwenden, die das Potenzial haben, unser
Selbstverstindnis von Menschsein grundlegend
zu verdndern: Genetik, Hirnforschung und

Kiinstliche Intelligenz.

Keineswegs muss der Mensch vor solchen Her-
ausforderungen kapitulieren oder wie das Kanin-
chen vor der Schlange verharren. Thm stehen, so
er will, Mittel und Wege zur Verfiigung, den
Prozess der technologischen Entwicklung zu ge-
stalten, nicht nur effektiv und effizient, sondern
auch verantwortungsorientiert, das hei3t: frei-

heits- und gesellschaftsforderlich.

Dabei hat kein Konzept die bisherigen bioethi-
schen Debatten so geprigt wie das Konzept der
Menschenwiirde. Auch in internationalen Debat-
ten wird es als ein spezifischer, wenn auch nicht
exklusiver Zugang zu bioethischen Herausforde-
rungen von deutscher Seite betrachtet. Aber ge-
nau deswegen, weil es iiber Deutschland hinaus
international wirkt, haben wir herausragende
Wissenschaftler aus dem In- und Ausland einge-
laden, mit uns iiber Menschenwiirde angesichts
der Herausforderungen durch neue Technologien
nachzudenken. Haben Sie alle besten Dank, dass
Sie fiir Thren Vortrag und das Gesprach mit uns
zum Teil lange Wege, teils iiber Kontinental-
grenzen hinaus, in Kauf genommen haben. Seien

Sie alle, von nah und ferne, herzlich begriif3t.

Mit Thnen und der Offentlichkeit wollen wir fra-
gen, ob das Konzept der Menschenwiirde, aus
bitterer Erfahrung heraus zum Anker des deut-
schen Gemeinwesens geworden, auch in der Zeit
der Herausforderungen der neuen Technologien
tragt. Stellvertretend fiir viele zivilgesellschaftli-
che Organisationen, deren Vertreter sich auch
heute angemeldet haben, begriie ich den Vorsit-

zenden des Rates der Evangelischen Kirche in
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Deutschland, Bischof Prof. Heinrich Bedford-

Strohm. Herzlich willkommen.

Um zu priifen, wie die neuen Herausforderungen
die Grundlagen unseres Zusammenlebens her-
ausfordern, haben wir diese Tagung unter das
Motto gestellt: ,,Des Menschen Wiirde in unserer
Hand®“. Damit ist angespielt auf eine Zeile des
1789 veroftentlichten Gedichts Die Kiinstler von
Friedrich Schiller. Ganz im Zeichen aufkléreri-
schen Vernunftoptimismus’ schreibt der republi-

kanisch gesinnte Dichter:

,Der Menschheit Wiirde ist in eure Hand gegeben.
Bewahret sie! Sie sinkt mit euch!
Mit euch wird sie sich heben!*

Heben und Sinken der Wiirde ist nach Schiller
auch selbst menschliche Aufgabe.

Gerade weil Schiller in diesem Gedicht die Wiir-
de mit der Grofle des Menschen verbindet, aber
auch schon das Scheiternkénnen im Blick hat
(,,Sie kann mit euch sinken*), verschlie3t er we-
nige Jahre spéter nicht die Augen angesichts des
jakobinischen Terrors in der Franzosischen Re-
volution, librigens teilweise ausdriicklich legiti-
miert mit Berufung auf den ,,Kult der Vernunft®.
Er schreibt 1799 in seinem wohl beriihmtesten
Gedicht, dem Lied von der Glocke: ,Jedoch der
schrecklichste der Schrecken, das ist der Mensch

in seinem Wahn.*

Mit Schiller kann man deshalb schlussfolgern:
Zwischen Grofe und Wahn spannt sich des
Menschen Wesen und Werk auf. Aber genau
deshalb ist er zutiefst verletzlich — und in dieser
Verletzlichkeit ist die Wiirde, so dann das Bon-
ner Grundgesetz, ,,unantastbar”. Die wider alle
Faktizitit behauptete Unantastbarkeit schafft
aber keinen Freibrief fiir Untétigkeit, sondern ist

aktiv ,,zu schiitzen und zu achten®.

Als Schiller 1789 von der Menschheit Wiirde
sprach, da dachte er noch an Vernunft, setzte auf

wissenschaftlichen Fortschritt, glaubte an die

Verbindung von Gutem und Schonem und war
schon und blieb es auch sein Leben lang ein zu-

tiefst politischer Mensch, ein Republikaner.

Wenn wir heute und morgen mit Thnen und mit
unseren internationalen Gésten dariiber nachden-
ken, wie Kiinstliche Intelligenz, Gentechnik und
Neurowissenschaft die Grundlage unseres Zu-
sammenlebens herausfordern und wie umgekehrt
diese Grundlage trigt angesichts dieser Heraus-
forderungen und wie sie Orientierung geben
kann, dann wissen wir, dass — wie in Schillers
Tagen — unsere Zeiten bewegt, unruhig, iiberner-
vOs sind und immer auch der Wahn seine Fratze
zeigen kann — bis in hdchste politische Amter
hinein. Technologische Entwicklungen werden
vergottert, verschrien, Richtigkeiten geleugnet,
Geschehnisse wirklichkeitswidrig um des eige-
nen Vorteils willen umgedeutet. Und umgekehrt:
Expertentum gerdt immer mehr in eine Dauerkri-

S€.

Man kann das beklagen und beschimpfen. Man
kann das auch als Anlass zur Selbstkritik neh-
men. In einem Imagefilm hat der Ethikrat seine
Arbeit mit drei Selbstaufforderungen verbunden:
,Pluralitdt achten, Nachdenklichkeit erzeugen,

Orientierung anbieten®.

Ich wiinsche uns, dass wir in diesem Geiste
selbstkritisch, sachorientiert und gesellschafts-
bezogen priifen, was heute des Menschen Wiirde
in ithrer Grofe wie ihrer Verletzlichkeit ange-
sichts der neuen technologischen Entwicklungen
herausfordert, und ich hoffe, dass sie und das
menschliche Dasein freiheits- und gesellschafts-

forderlich verteidigt werden konnen.

Schon, dass Sie bei diesen Erkundungen heute
und morgen mit dabei sind. Neben Ihren er-
wiinschten Beitrdgen und Feedbacks konnen Sie
Ihre Gedanken mit anderen iiber Twitter: #Men-

schenwiirde teilen. Vielen Dank!
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Sehr geehrter Herr Prasident, zu den vielen Her-
ausforderungen, denen Sie sich auch in den ge-
rade erwédhnten Zeiten zu stellen haben und die
von diesem Amt wirklich eine besondere Kom-
petenz verlangen, die Sie vor dem Hintergrund
Ihrer langen beruflichen und politischen Erfah-
rung wie kein anderer mitbringen, gehort es
auch, dass Sie die 26 Mitglieder des Deutschen
Ethikrates berufen. Deswegen freuen wir uns sehr
und fiihlen uns sehr geehrt, dass Sie anlédsslich des
zehnjdhrigen Jubildums uns heute die Ehre Ihres
Besuches erweisen, und freuen uns auf Ihr Gruf3-

wort. Bitte schon.

Wolfgang Schiiuble - Prisident des Deutschen
Bundestages

Vielen Dank, Herr Professor Dabrock. Sehr ge-
ehrte Mitglieder des Deutschen Ethikrates, mei-
ne Damen und Herren, heute ist Siebenschléfer-
tag. Das ist kein naturwissenschaftlich begriinde-
tes Datum. Nachzuweisen sind bestenfalls statis-
tische Unwahrscheinlichkeiten. Aber der Sieben-
schlédfer hat im Volksglauben dennoch Jahrhun-
derte iiberlebt. Eine gefiihlte Wettervorhersage
aus Tradition. Unsere Existenz hdngt nicht mehr
an den Wetterausschldgen im Frithsommer. An-
ders als Landwirte vergangener Jahrhunderte und
Kleinbauern in anderen Erdteilen sind wir Sturm,
Regen und Hagel nicht ausgeliefert. Aber die
Siebenschliferregel kennen wir doch.

Regeln geben eben Halt, Orientierung, vielleicht
auch Beruhigung. Und der Siebenschlifer zeigt:
Sie entspringen nicht allein der Logik, der Ver-
nunft oder Berechnung, sondern sie enthalten ei-
nen menschlichen Faktor, und der verweist auf
Erfahrung, Emotion, auch unsere Begrenztheit.
Diesen menschlichen Faktor brauchen wir in ei-
ner komplexer werdenden Welt, in der Digitali-
sierung und Globalisierung scheinbar grenzenlo-

se Fortschritte moglich machen.

In Threr Verantwortung, also der des Deutschen
Ethikrates, liegt es, den Fortschritt in Wissen-
schaft, Medizin und Technik in den Blick zu
nehmen, um uns in Gesellschaft und Politik auf
Verianderungen hinzuweisen, auf Entwicklungen,
die neues Nachdenken erfordern, die unser Wer-
teverstindnis bedrohen, die ethische Normen
verletzen oder Verdnderungen in der Recht-

setzung notig machen.

Diese Aufgabe hat der Ethikrat in den vergange-
nen zehn Jahren erfiillt. Sie haben beachtliche
Stellungnahmen zu aktuellen Fragen vorgelegt,
die nicht immer mit Ja oder Nein zu beantworten
sind. Das ist nicht trivial angesichts einer kom-
plexer werdenden Welt, angesichts von Verinde-
rungen, die ldngst auch globale Ausmalle er-

reicht haben.

Wir leben in einer Zeit, in der Vertrauen verloren
gegangen ist und Autoritit schwindet. Ich rede
keineswegs nur von der Politik. In weiten Teilen
der Gesellschaft herrscht das Gefiihl, der Digita-
lisierung, dem medizinisch Machbaren ausgelie-
fert zu sein. Die allermeisten Menschen konnen
die sich selbst beschleunigenden Entwicklungen

nicht nachvollziehen. Das macht vielen Angst.

Tatsdchlich kann einem beim Begriff Kiinstliche
Intelligenz bange werden. Kénnen Algorithmen,
also menschengemachte Apparate, so perfekt sie
auch sein mogen, uns Menschen am Ende iiber-
fliissig machen? Was hat es fiir Folgen, dass heu-
te Rechner denken lernen, wenn sie besser und
schneller entscheiden, als wir Menschen es
konnten? Wenn das menschliche Hirn zum Ge-
genstand digitaler Vernetzung wird? Was bedeu-
tet es, wenn Maschinen wie der ins All gestartete
Roboter Cimon, ein Reisebegleiter unseres deut-
schen Raumfahrers Alexander Gerst, kiinftig
auch mit kiinstlicher emotionaler Intelligenz

ausgestattet sind?
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Beim Autofahren mag es die Sicherheit erhéhen,
wenn austarierte Systeme mit anderen Systemen
interagieren. Vor die Frage gestellt, ob der Arzt
mit der Hand operieren sollte, wenn sein rech-
nergesteuerter Laser um ein Zigfaches schneller
und préziser reagieren kann, wird dem Patienten
die Antwort leichtfallen. Aber bei Wahlen ist
mein Vertrauen in den Souverdn immer noch
grofer als in programmierte Anlagen, trotz oder
besser gerade wegen mancher Unberechenbar-
keit.

Manipulierbar sind beide, Menschen wie Ma-
schinen. Doch Manipulation kann in die Kata-
strophe fiihren, wie gerade wir Deutschen wis-
sen. Es gibt geniigend warnende Beispiele. Ich
glaube trotzdem an Vernunft und an die Mog-
lichkeit zur Weiterentwicklung bei Menschen.
Und vielleicht unterscheidet mich gerade dieser

Optimismus von einem Algorithmus.

Der menschliche Faktor sollte jedenfalls, darf
nicht neutralisiert werden. Wahrnehmen, lernen,
entscheiden, hoffen, empfinden — das zu kdnnen
macht den Menschen aus. Lassen sich diese in-
dividuellen, kulturell gepragten Fahigkeiten und
Wesensmerkmale von Werten trennen? Sind Ve-
rantwortungsbewusstsein, Gewissen, Kreativitét
oder soziales Denken programmierbar? Dem
Menschen bedeutet Freiheit viel, und fiir uns
steht die Menschenwlirde iiber allem. Den Wert
der Freiheit oder die Wiirde kann man sich nicht
losgelost vom Menschen auf einer Platine, einem
Datentrager, einem Rechenzentrum vorstellen.
Dazu reicht meine Sachkunde, aber auch meine

Fantasie nicht aus.

Das ist doch eine weitere, dem Menschen vorbe-
haltene Eigenart: das Bekenntnis zur Unvoll-
kommenheit. Und das nicht zu akzeptieren birgt
Gefahren, in der Wissenschaft, aber auch in der
Politik. Ich zitiere oft den Dresdner Bischof Rei-

nelt, der zum 50. Jahrestag der Dresdner Bom-

bennacht gesagt hat: ,,Wo immer in der Welt ei-
ner nicht mehr weil3, dass er hochstens der Zwei-
te ist, da ist bald der Teufel los.*

Vollkommenheit ist jedenfalls das Versprechen
der Tyrannen und fiihrt in Totalitarismus. Wir
diirfen unsere Freiheitsraume nicht aufgeben.
Der Mensch ist zur Freiheit begabt, aber er ist
auch fehlbar. Wahrscheinlich gehort beides un-

trennbar zusammen.

Die Freiheit ist in unserem Menschenbild keine
riicksichtslose, sondern eine, die in Verantwor-
tung fiir den Einzelnen die Verantwortung fiir
den Mitmenschen mit einschliet. Der Mensch
ist nur in Bindungen, in gesellschaftlichen Be-
ziehungen denkbar. Er lebt nicht in abstrakter
Einsamkeit, er kann es auch nicht. Die Frage
sollte angesichts der Komplexitdt der Entwick-
lungen immer sein: Wie kann sich der Mensch
behaupten in seinem Anspruch auf Freiheit ge-
nauso wie auf haltgebende Bindungen? Wie
kann der Einzelne ein gelingendes Leben fiihren
in seiner Verantwortung gegeniiber den voran-
gegangenen wie den kommenden Generationen
und in seiner personlichen Erwartung an die Zu-
kunft?

Lassen sich diese Kernfragen unseres gesell-
schaftlichen Zusammenlebens rechnerisch 16sen?
Wir brauchen ethische Malistdbe, wir brauchen
sie dringend. Wir miissen uns iiber unser Men-
schenbild verstindigen. Herr Harari unterschei-
det Intelligenz und Bewusstsein. Die Philosophie
Kants nennt Verstand und Vernunft. Die jlidisch-
christliche Tradition spricht von Leib und Seele.
Beide gehoren zusammen, das eine geht nicht
ohne das andere. Ob wir die Unterscheidungen
religids unterflittern oder nicht — wenn die
Kiinstliche Intelligenz diesen zutiefst menschli-
chen Zusammenhang zu imitieren versucht,
scheint mir darin eine Grenziiberschreitung zu

liegen. Herr Dabrock, Sie sehen: Eine Stellung-
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nahme des Deutschen Ethikrates zur Kiinstlichen
Intelligenz wird in mir einen neugierigen Leser

finden.

Die vergangenen zehn Jahre haben bewiesen,
dass der Ethikrat aufzeigt, wo Grenzlinien {iber-
schritten oder ethische Normen angetastet wer-
den. Er stellt und diskutiert ethische, gesell-
schaftliche, naturwissenschaftliche, medizinische
und rechtliche Fragen. Sie, die Mitglieder des
Ethikrates, legen den Finger in die Wunde. Sie
geben uns, der Politik, wie der Gesellschaft Be-
wertungen und Argumente aus den unterschied-
lichen Blickwinkeln an die Hand, fachkundig
und natiirlich kontrovers. Und diese Kontrover-

sen braucht es.

Der Fortschritt ist eine Konstante in der mensch-
lichen Entwicklung. Er ist keine Naturgewalt.
Wir konnen ihn gestalten, verweigern konnen
wir uns in der globalisierten Welt nicht. Ohne
die Bereitschaft, die Komplexitit der Welt des
21. Jahrhunderts anzuerkennen, kommen wir
nicht weit. Der Gang der Geschichte ist ebenso
wenig aufzuhalten wie der Fortschritt in Wissen-
schaft, Technik oder Medizin. Erst recht nicht,
wenn sich dieser Fortschritt mit massiven wirt-

schaftlichen Interessen paart.

Wir liegen falsch, wenn wir Verdnderungen
nicht akzeptieren, weil wir uns fiirchten. Unsere
Gesellschaft sollte Innovationen offen gegen-
iberstehen, Risiken abwédgen, Chancen nutzen.
Wir brauchen neugierige Forscher und mutige
Vordenker. Aber wir brauchen auch Vernunft
und Verantwortungsgefiihl. Und um die Zukunft
menschlich und damit intelligent zu gestalten,
brauchen wir Ihr Urteil zu ethischen Fragen ge-
nauso wie den Erkenntnisgewinn aus der Grund-

lagenforschung.

Deutschland hat eine bedeutende Wissenschafts-

tradition. Wir leben auch vom Transfer zwischen

Wissenschaft und Wirtschaft, nicht gegen die
Wissenschaft, sondern mit ihr. Und wir wollen
nicht stehen bleiben. Schon jetzt vollziehen sich
bestimmte Entwicklungen in anderen Teilen der
Welt schneller, bisweilen riicksichtsloser. Es
braucht offene Diskussionen und am Ende in der
Biotechnologie oder der Genforschung vielleicht
auch mal ein klares ,,Nein, mit uns nicht”, um
unsere Werte zu erhalten. Die Politik hinkt in der
Rahmensetzung oft hinterher. Ich glaube iibri-
gens, dass es gut ist, wenn die Politik in der
Rahmensetzung immer ein Stiick hinterher-
kommt und nicht vorauseilt; das kann nur

schiefgehen.

Die Digitalisierung verdndert unsere Gesell-
schaft und wird unser Zusammenleben weiter
verdndern. Also sind wir jetzt in der Politik da-
bei, zu versuchen, den Rahmen nacheilend zu
setzen. Am Beispiel der unbeschrinkten digita-
len Kommunikation zeigt sich {brigens, wie
schwierig das ist, zumal bei fortlaufenden Neue-
rungen, wo wir im Tempo oft gar nicht mitkom-

men.

Mit der breitgefacherten Fachkompetenz seiner
Mitglieder aus Theorie und Praxis ist der Ethik-
rat ein wichtiges Scharnier zwischen Politik und
Fachwelt und ein Katalysator fiir gesellschaftlich
relevante Debatten {iber Werte und Normen.

Normierungen durch den Gesetzgeber stehen
immer am Ende von Debatten, nicht nur im Par-
lament oder am Kabinettstisch. Sie beriihren im

Ubrigen Grundlagen der Demokratie.

Wie fiihren wir kiinftig diese Debatten? Wer ist
an Diskussionen beteiligt, wenn es um ethische
Fragen geht? Auch das scheint mir eine eigene
ethische Frage zu sein. Wo die Expertise liegt
(besonders bei Thnen) und wo politische Ent-
scheidungen getroffen werden (bei uns im Bun-

destag), das ldsst sich leicht beantworten.
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Schwieriger ist es, nach Betroffenen und nach
dem Gemeinwohl zu fragen. Wie werden wir
dem Verlangen der Offentlichkeit nach mehr Be-
teiligung gerecht? Wie findet wir in einer plura-
len, individualisierten Gesellschaft Autoritit,
Vertrauen oder bessere Verfahren, akzeptierte
Diskussionsforen zum Beispiel liber grundlegen-
de Verdnderungen, wie sie die Kiinstliche Intel-

ligenz bewirken wird?

Obwohl wir Deutschen auf die Demokratie, den
Parlamentarismus stolz sein konnen, auch da-
rauf, dass unabhédngige Ratgeber wie der Ethikrat
Gehor finden, herrscht doch vielfach Unbehagen.
Es ist auch hier ein Gefiihl des Ausgeliefertseins
zu bemerken, Vertrauensverlust, Misstrauen und
Zweifel. Zweifel ist menschlich. In der Politik ist
er manchmal weniger beliebt, aber in der Wis-
senschaft ist er entscheidend fiir das Vorwérts-

kommen.

Deutschland ist im besonderen Mafle an ethi-
schen Leitlinien in der Forschung interessiert,
und das aus gutem Grund. Wir wissen, wohin
Gewissenlosigkeit und ideologischer Fort-
schrittsglaube flihren konnen. Die ethischen
Grundsiétze, die wir iiber Jahrhunderte entwickelt
haben, behalten ihre Giiltigkeit. Wir schiitzen die
Forschungsfreiheit, aber wir schiitzen vor allem
die Wiirde des Menschen. Deshalb ist es wichtig,
dass sich der Deutsche Ethikrat den komplexen
Fragen von Kiinstlicher Intelligenz, Bioethik
oder Hirnforschung zuwendet, um technische
Revolutionen entlang verbindlicher MaBstébe

gestalten zu konnen.

Noch einmal: Erreichen werden uns die Ent-
wicklungen, ob wir wollen oder nicht. Deswegen
sollten wir das Wie und nicht das Ob neuer Ent-

wicklungen diskutieren.

Der Leiter des Biiros fiir Technikfolgenabschit-
zung hat jiingst gesagt: Einen Ethik-TUV kann

es nicht geben. Damit hat Armin Grunwald
recht. Er hat auch recht mit seiner Feststellung:
Ethik kann nur Hilfe zum Selbstdenken sein.
Denken erfordert Ubung und Anstrengung. Und
dabei wird nie eine Ziellinie erreicht. Es gibt in
ethischen Debatten keinen Endpunkt, es kann ihn
nicht geben. Aber wir haben unverriickbare
Grundsétze, und aus ihnen erwéchst Verpflich-
tung, sich immer wieder mit neuen Entwicklun-
gen und neuen ethischen Fragen auseinanderzu-

setzen.

Deswegen bin ich Thnen, dem deutschen Ethik-
rat, dankbar fiir die vielen Denkanst68e. Ich sehe
weiteren entspannt-gespannt entgegen und wiin-
sche Thnen fiir Thre Arbeit viel Freude und uns
allen den sich daraus ergebenden Erfolg fiir die
Wiirde des Menschen in diesen aufregenden Zei-

ten.

Peter Dabrock

Nicht iiber das Ob, sondern tiber das Wie ist zu
debattieren, und das mit Vernunft und Optimis-
mus, aber auch Sensibilitidt fir Verletzlichkeit
und Beziehungshaftigkeit. Herzlichen Dank,
Herr Président, fiir die vielen Anregungen, die

Sie uns in Threr Rede gegeben haben.

Es ist mir nun eine Freude und Ehre, den Redner
unseres Eroffnungsvortrags zu begriiflen. Sie er-
lauben mir, dass ich aus Griinden der Hoflichkeit

dafiir ins Englische wechsle.

Dear Yuval, it is a great pleasure to have you
here with us. We have you here, and I must ad-
mit [ am a little bit old-fashioned with regard to
that, in person and not as a hologram, as you ap-
peared during the TED conference in Vancouver
last month or so. So, thank you so much for be-
ing here in person with us today. In my view,
you enrich the public debate by offering some-
thing that is often asked for, but rarely provided:

you offer a framework. You talk not only about
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small stories, but about grand, better universal
history. Against the proclamation of the end of
grand narratives (your tar?), you offer an ex-
periment. Namely, to try to understand the pre-
sent, both against the background of the past, as
provided in Sapiens, and against the background
of the anticipated future, as provided in Homo
Deus. And in 21 Lessons for the 21st Century,
and I saw the first copies of the book here
around us; the President got the first one perhaps
here in Germany, and is happy and proud about
this. Your new book is to be published in a few
days, or rather in September. As far as I could
understand from the advertising activities of
your publishers, you connect those perspectives
more explicitly with the present time. Having
just talked about your publisher, please allow me
to explicitly name Mr. Jonathan Beck, member
of the executive board of the Verlag C.H. Beck,
who made a major contribution to making this
lecture possible today. Thank you, Mr. Beck.
Now, not everybody may agree with all the in-
terpretations you provide. However, one thing is
clear: Considering your interpretations offers
opportunities to see current trends in a different
light. Therefore, we are glad and curious to hear
about how your narrative, given as an overture to
our conference on human dignity in our hands,
challenges from new technologies, will stimulate
our forthcoming discussions. And now, the floor

is yours. Please welcome Yuval Noah Harari.

The New Challenges of the
Twenty-First Century

Yuval Noah Harari - Hebriische Universitit
Jerusalem - Jerusalem, Israel

In the 20th century, in the past century, human-
kind has really managed to do the impossible
and reign in famine, plague and war. Today, for

the first time in history, starvation kills fewer

people than obesity; plagues kill fewer people
than old age; and violence kills fewer people
than accidents. And it is good to remember these
amazing achievements as we look forward to the
new “impossible” challenges of the 21st century.
And the 21st century will be full of new and
even more difficult challenges than we have ever
encountered before, ranging from climate change
to the rise of disruptive technologies such as arti-
ficial intelligence. In this talk, I want to focus on
what is perhaps the most complicated challenge
of all, which is the challenge to our humanity. In
the coming decades, the twin revolutions of bio-
technology and information technology, or really
the merger of biotech and infotech into a single
overwhelming scientific tsunami, may very well
undermine our conception of humanity, and
shake the humanist foundations of modern civi-
lization. Because when we come to confront any
big challenge, whether nuclear war or climate
change or Al, we always need some ethical basis
to stand on. And, for generations, our most solid
ethical basis has been humanism. But in the 21st
century, humanism itself might become obsolete.
Now, what exactly is humanism? To put it very
simply, humanism is the idea, the belief, that
human feelings are the ultimate source of author-
ity. When we confront any big question or di-
lemma in our personal lives, or in our collective
life as a society, humanism expects the feelings
and free choices of human beings to provide us
with an answer. Humanism tells us to listen to
ourselves, to follow our heart, to be true to our-
selves. And, since no-one can understand my
feelings and free choices better than me, no-one
should have absolute authority over me, over my
life. This is the basic idea of humanism. Now,
this sounds a bit fuzzy, abstract and complicated,
so I will give a few examples of what humanism
means in practice. Because I think when we talk

about such big questions, especially ethical ques-
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tions, clarity is of utmost importance. If you do
not have clarity, it becomes very difficult to
really understand what we are talking about. So,
what is humanism in practice? Let us look at
several different fields, starting with politics.
What is humanist politics? Humanist politics be-
lieves that the voter knows best, and that gov-
ernments should serve the voter. If you encoun-
ter any big political question, you should ask the
voters what they feel about it. The feelings of
voters are the highest political authority. And
note that, in referendums and elections, people
are not really being asked about what they think,
but about what they feel. If elections were about
human rationality, there would be no reason to
give everybody equal voting rights because dif-
ferent people have different rational faculties, ra-
tional capabilities. But with regard to feelings,
supposedly, everybody is equal. And that is why,
for example, when Britain needed to decide
whether to leave the European Union, they did
not go the Queen of England to make the deci-
sion; they did not ask the Archbishop of Canter-
bury to make the decision; they did not even ask
the great professors of Oxford and Cambridge to
make the decision. No. They went to each and
every British citizen and asked him or her: How
do you feel about it? And when the citizens said
they felt like leaving the EU, there was no higher
authority that could tell them: Your feelings are
wrong. That is humanist politics. The voter

knows best.

Now, what is humanist economics? Humanist
economics says that the customer is always right
and businesses serve the customer. How do you
know if a product is good or bad? It depends on
the customers. It is very, very simple: A good
product is a product customers buy. A bad prod-
uct 1s a product customers do not buy. It is as

simple as that. If you make a product and are

convinced it is the best thing in the world, but
nobody buys it, this means it is a bad product.
You cannot come to customers and say that their
feelings, their choices, are wrong. At least if you

believe in humanist economics.

Now, how does this manifest itself in art and
aesthetics? What is humanist aesthetics? Just as
humanist economics believe that the customer is
always right, humanist aesthetics believe that
beauty is in the eye of the beholder. Throughout
history, there have been many attempts to define
or find some objective definitions for art and for
beauty, but then came humanism and said that
there are no objective definitions. There are only
subjective experiences and subjective feelings.
In 1917, a century ago, Marcel Duchamp took an
ordinary mass-produced urinal, which I think
you can see there, declared it a great work of art,
and placed in an art exhibition. Ever since then,
there has been this raging debate: Is it art? Is it
beautiful? What is science? What is art? And if
you are a humanist, you will eventually conclude
that, well, this depends on how people feel. Art
is anything that people believe is art, and beauty
is anything that people find beautiful. If some-
body feels that this is a beautiful work of art and
is willing to pay millions of dollars to have it, so,
who in the universe can tell this person: “You
are wrong. It is not art. It is not beautiful.” So

this is humanist aesthetics.

Now, what is humanist ethics? In essence, hu-
manist ethics believes that if it feels good, do it.
Again, throughout history, there have been many
attempts to define some absolute and objective
morality that is independent of human beliefs
and feelings and experiences, based perhaps in-
stead on divine revelation. Thus, in the Middle
Ages, homosexuality was considered a terrible
sin because the Bible said so, because the church

said so, because the pope said so. Then came
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humanism and said that we do not care about
what the church says or the pope says or the Bi-
ble says. We care about human feelings. This is
the ultimate groundwork for morality. If two
men love each other and their love does not harm
anybody, why should anybody think that this is
bad, that this is evil? Of course, sometimes we
have dilemmas, even in humanist ethics — what
happens if the same thing makes me feel good
and makes somebody else feel bad? Let us say I
steal your car — I feel very good about it, but you
feel very bad about it. So in that case, we do not
apply to some higher absolute morality — we
have to weigh the feelings against each other.
This is how debates, moral debates in humanist
society, happen. We weigh the different feelings
against each other and usually conclude that theft
or murder are wrong — not because some book
said so, but because they hurt people. They make
people feel miserable. That is why they are

wrong.

And, finally, in our brief survey of what human-
ism is: What is humanist education? Humanist
education teaches people to think for themselves.
In past generations, in past eras like the Middle
Ages, the main aim of education was to teach
people what the wise books or the wise men of
the past thought, what the Bible said, what Aris-
totle said, because this was the main source of
authority. But when humanism rose, the purpose
of education changed. Humanism says that au-
thority comes from within yourself, not from
outside and, therefore, the main aim of educa-
tion, at least in humanist societies, changed. And
if you go to a teacher, from kindergarten to uni-
versity, and ask them what they are trying to
teach their students, the teacher would say: I am
trying to teach them history or chemistry or
physics, but, above all, I am trying to teach them
to think for themselves, because this is the ulti-

mate source of authority. So this is humanism.
And it has dominated our world for quite some

time now.

But in the early 21st century, humanism faces an
enormous challenge. Not from dictators or
demagogues, but, above all, from laboratories.
Humanism again says that authority comes from
our feelings, which reflect our free will, which
nobody besides us can really understand. But
science now tells us, with greater and greater
force and authority, that this is all a myth. This
simply is not true. There is no free will. It is a
myth. Feelings do not reflect free will — feelings
are biochemical algorithms. And, given enough
data and computing power, an external system
can understand me much better than I understand
myself. The big idea of our era, whether we like
it or not, is that organisms are algorithms, and
algorithms can hack organisms, including Homo
sapiens, which is just another organism. Again,
organisms are algorithms, and algorithms can
hack organisms. Now, this is even more compli-
cated than humanism, so again, let us try to ex-
plain and give a few examples. What do scien-
tists mean when they say this? Well, first of all,
no free will. So, the natural sciences — biology,
chemistry and physics — understand the world
better and better. Far from perfect, but still better
and better. And, as far as they know, there are
only two kinds of processes in the universe: de-
terministic processes and random processes. And
randomness is not freedom. That is very, very
clear. We are not familiar with anything in the
universe that can be described as a free process.
Free will, as far as we understand it today, is an
empty concept that does not describe anything in
reality or in nature. Humans certainly have de-
sires, they have a will, but they are not free to
choose their desires, to choose their will. And

their feelings therefore do not reflect any kind of
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free choice or free will. And, certainly, their feel-
ings, according to the life sciences, are not some
spiritual quality that god gave only Homo
sapiens in order to appreciate beauty and to
make moral judgements. No! All animals, all
mammals, all birds, have feelings. And these
feelings evolve by natural selection as biochemi-
cal algorithms for making decisions. They are
not based on free intuitions, but on calculating
probabilities. The big debate about the heart ver-
sus the brain, emotions versus logic; actually,
there is no debate. Emotions, feelings, sensa-
tions, they are all actually also calculation, which
happens so quickly that we do not notice the cal-
culation that takes place in a split second below
our level of awareness. Let us look at a concrete
example. A baboon is in the African savanna and
sees a tree with bananas growing on it. But not
far from the tree is also a lion. And now the ba-
boon needs to make a decision, a decision of the
kind that every animal needs to make every day
of its life: Do I risk my life for the bananas or
not? And the survival of the baboon depends on
this decision. In order to make this decision, the
baboon really needs to calculate probabilities.
What is the probability that, if I do not eat these
bananas, I will die from hunger versus the prob-
ability that, if I try to get these bananas, the lion
will eat me. To survive, the baboon needs to
make a good calculation of probabilities. Now,
in order to make this calculation, the baboon
needs a lot of information. Information about the
bananas: How many bananas, two or eight? Are
they big or small? Green or ripe? Information
about the lion: How far away is the lion? How
big is the lion? Is the lion asleep or awake? Does
he look hungry or satiated? And, also, the ba-
boon needs a lot of information about himself —
how hungry he is, how fast he can run, and so
forth. And we need to take all this information

together, collect it, analyse it, weigh the prob-

abilities and reach a decision. How does a ba-
boon do that? The baboon does not take out a
pen, calculator and a piece of paper and start cal-
culating. No! The entire body of the baboon, and
especially the sensory organs, the nervous sys-
tem and the brain, this is the calculator. Within a
split second, the baboon takes in smells, sounds,
sights and sensations from within the body, and
billions of neurons in the brain process the in-
formation. In a split second, the calculation is
made and the answer will come not as a number,
but as a feeling, an emotion. Fear or courage, or
perhaps indecisiveness, confusion. Fear and
courage are how the calculation is manifested.
And they are not spiritual insights — they are a
biochemical calculation. And this is true of how
baboons make decisions about bananas; this is
true of how British citizens make decisions about
Brexit; and this is true about how German citi-
zens make decisions about immigration. What is
happening there is the very quick biochemical
algorithm making a calculation. There is no free

will or spiritual insight involved.

Now although humanism was wrong to think
that feelings reflect free will, until today, until
the early 21st century, it still made very good
practical sense to believe in humanism. Even
though there was nothing magical about our feel-
ings, they were still the best method in the uni-
verse to make decisions. And no outside system
could understand what is happening within me,
and how and why I make these decisions. No-
body had the biological knowledge necessary
and nobody had the computing power necessary
to make sense of what is really happening within
me and why I feel the way I feel. Even if, say,
the Stasi followed you around 24 hours a day,
365 days a year, always looking, watching and
eavesdropping on all conversations; still, the
Stasi did not have, in the 1960s or 1980s, the
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necessary biological knowledge of what is hap-
pening inside the brain of a human being. And
the Stasi did not have the computing power nec-
essary to make sense of the information it man-
aged to gather about you. And therefore it could
not really understand you. But now the merger of
infotech and biotech is changing the situation.
Advances in biology, and especially in brain sci-
ence, are giving us — some of us at least — the
necessary biological understanding and, at the
same time, advances in computer science, espe-
cially machine learning and Al, are giving us —
or some of us — the necessary computing power.
And when you put the two together, when info-
tech and biotech merge, what you get is the abil-
ity to hack human beings. There is a lot of talk
about hacking these days, about hacking com-
puters, smartphones, email accounts and bank
accounts. But we are really leaving, or rather en-
tering, the era of hacking human beings. And
once you can hack human beings, then authority
is likely to shift from human feelings, which are
no longer this black box that nobody under-
stands. The authority might shift from human
feelings to computer algorithms and humanism
and elections and the free market, and so forth,
all this will no longer make sense. We already
see it happening today, beginning to happen, first
in the field of economics. We are leaving behind
the era of “the customer is always right” and en-
tering the new economic era of “the algorithm is
always right”, because the algorithm can predict
and manipulate the customer’s feelings. Let us
start with a very simple example from the book
industry. How do I, as a consumer or customer
of the book industry, choose which book to buy?
So, in the past, in the humanist era, I relied pri-
marily on my own feelings and literary taste. But
now I increasingly rely on an algorithm that, at
least allegedly, knows me better than I know

myself. As I enter the virtual Amazon bookstore,

the first thing that happens is an algorithm pops
up and tells me: I know you. I know you based
on your previous likes and dislikes, and what
you bought, and so forth. And, based on every-
thing I know about you, and millions of other
readers, I recommend this or that new book to
you. Now, of course, it is still very, very primi-
tive, and the Amazon algorithm makes a lot of
mistakes, because it does not really know me
that well, it does not have enough data. But it is
constantly gathering more and more data, and is
improving. And it gathers data in new ways. If
you read a book on an electronic device like
Amazon Kindle, Kindle can read you while you
are reading it. For the first time in history, books
read people better than people read books, with
far greater attentiveness anyway. If you read a
book on Kindle, Kindle knows which pages you
read quickly, which pages you read slowly, and
when you stop reading. And this gives the algo-
rithm a much better idea of what you like and
what you do not like, but it is still very primitive.
The next stage, which is technically feasible
even today: you can connect Kindle to face rec-
ognition software. Then the algorithm will know
what makes you laugh, what makes you cry,
what bores you, what makes you angry. The ul-
timate step is to connect Kindle to biometric sen-
sors on or inside your body, and then the algo-
rithm will know the exact emotional impact of
every sentence you read. You read a sentence
and the algorithm knows what happens to your
heartbeat, your blood pressure, your adrenaline
level, your brain activity. By the time you finish
reading the book — let us say you are reading
Tolstoy’s War and Peace, a very long book — by
the time you finish reading War and Peace, you
will have forgotten most of it, but the algorithm
never forgets anything. By the time you finish
this 1000-page book, the algorithm will know

exactly who you are, your personality type, and
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how to press your emotional buttons. And, using
this kind of information, it cannot only choose
books for you with far greater accuracy than you
can — it can also tell you what to study, where to
live and whom to marry. And people are likely,
it is an empirical question — if you learn that it
gives you good answers, you will increasingly
rely on it until you lose the ability to make deci-
sions yourself. We already see it happening with
things like navigating space. People have learned
that it is good to listen to the smartphone, to
Google Maps. If they need to get from here to
the bus station to the train station, just listen to
Google. And after having done this for a while,
they lose their ability to navigate space them-
selves. And, even more dramatically, one of the
most important abilities of human beings is to
look for information, to look for answers to
questions that bother them. But more and more,
many people know of just one way to look for
answers to questions: Just ask Google. Within a
very short time of, say 15, 20 years, this crucial
ability has been outsourced from the human
mind to the algorithm. And there is no reason to
think that, if the algorithm is good enough, it will
not happen in the same way with the ability to
choose what to study, or whom to date or marry.
Now, when algorithms can hack humans, they
will be able not only to decide things for them,
but also to replace them. And in the coming dec-
ades, the twin revolutions in infotech and biotech
are likely to disrupt the job market, and might
lead to the creation of an enormous new useless
class. A class of people who are useless, not
from the viewpoint of their mother or children —
nobody is ever useless from the viewpoint of his
loved ones — but useless from the viewpoint of
the economic system. There is nothing they can
do better than an algorithm, than a computer,
than a robot. And it should be emphasised that

this is not the result of the rise of artificial intel-

ligence alone. On its own, artificial intelligence
is unable to do anything so dramatic. It is the
merger of infotech, of Al, with biotech. Because,
for many jobs, in order to perform the job well,
you need to decipher human feelings and human
emotions. Computers and robots will never be
able to replace human doctors, teachers, lawyers
or even drivers, unless they are able, at least to
some extent, to identify human emotions cor-
rectly. And some people have this, perhaps,
wishful thinking that this is something that com-
puters will never be able to do. They can make
calculations, but cannot understand emotions,
they cannot understand feelings. They will never
replace human doctors or teachers. Now, this
makes sense if you believe that feelings are some
mysterious, supernatural phenomena that god
gave only Homo sapiens and that work in some
metaphysical way. But if you accept that feelings
are just a biochemical pattern which, in the end,
is a process of calculation, there is absolutely no
reason to be so sure that Al will not surpass hu-
man beings even in emotional intelligence. It
will not have feelings of its own, it will not have
a consciousness, but it will be able to know that
this person is now fearful or this person is now
angry with far greater accuracy than any human

doctor, teacher or lawyer.

Now, just as the authority of the algorithms
might come to replace the customer and the
worker in the economic sphere, they might also
come to replace the authority of the voter in the
political sphere. Democracy is ultimately based,
as we said earlier, not on human rationality, but
rather on human feelings. In elections, voters are
not really asked what they think, they are asked
how they feel. And if algorithms can hack hu-
man feelings and manipulate and predict human
feelings, then democracy is likely to become an

emotional puppet show. Politicians —or at least
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some of them — are a bit like musicians, and the
instrument they play on is the human emotional
system. A politician gives a speech and a wave
of fear spreads throughout the country. A politi-
cian tweets and there is an explosion of hatred.
This fear and hatred is the fuel of a lot of politi-
cal systems. What will happen when these musi-
cians have a much more sophisticated instrument
to play on? What might happen is the rise of
digital dictatorships. In the 20th century, democ-
racy defeated dictatorship because democracy
was better at processing data and making deci-
sions. We tend to think about the conflict be-
tween democracy and dictatorship as a conflict
between different ethical systems. But it was
also a conflict between different methods for
processing data. Democracy works as a distrib-
uted data processing system. Democracy distrib-
utes the information and the power to make deci-
sions between many institutions and organisa-
tions and individuals. Dictatorship, on the other
hand is a method for processing data in a central-
ised way. Dictatorship concentrates all the in-
formation and all the power in one place. Now,
given 20th century technology, it was simply in-
efficient to try to concentrate too much informa-
tion and too much power in one place. It did not
work well. Nobody was able to process the in-
formation quickly enough and make good deci-
sions. And this is one of the main reasons why,
for example, the Western Bloc defeated the
Communist Bloc in the Cold War. There is a
story that, in the last days of communism, in the
late 1980s, a Soviet official came to London to
try and understand, in the capital of Margaret
Thatcher, how a free society and free market ac-
tually function. And the British hosts took the
Soviet official on a tour of London to visit the
banks and the Stock Exchange, and to meet all
kinds of economics professors and other lumi-

naries. But after a few hours, the Soviet official

exclaimed: “Wait a minute. There is something I
do not understand. Back in Moscow, our best
minds are working on the problem of how to
provide bread to Moscow. And nevertheless,
there are such long queues for bread at almost
every bakery and grocery store. Here in London,
a city of millions, we have been going back and
forth across the city for hours and I have not
seen a single bread queue. So please cancel all
my other visits and appointments, and just take
me to meet the person who is in charge of pro-
viding bread to London. I must understand his
secret.” And the British hosts scratched their
heads and looked embarrassed, and said: “There
is nobody. Nobody is in charge of providing
bread to London. That is the secret of a free so-
ciety and a free market. Nobody is in charge. We
just allow the information to flow freely between
all the different parts, and we allow individuals
and organisations to make their own decisions.”
But it is not a law of nature that, under all cir-
cumstances, centralised data processing is al-
ways less efficient than distributed data process-
ing. This was the case in the late 20th century.
But now, the revolution in infotech, especially
machine learning and Al, may swing the pendu-
lum in the opposite direction. Machine learning
and Al might make it possible to process enor-
mous amounts of information centrally. And, ac-
tually, the more information you gather in one
database, the better the process, the better the
data processing. And then, the main handicap of
authoritarian regimes in the 20th century — their
attempt to concentrate all information in one
place — could become their main advantage in
the 21st century. And this could result in the rise
of a completely new kind of regime, very differ-
ent from the dictatorships of the 20th century, a
new kind of digital dictatorship. Finally, if algo-
rithms can hack organisms, they may also start

creating and redesigning new kinds of organ-
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isms, new kinds of living entities. It is quite
likely that the main products of the 21st century
economy will not be textiles, vehicles and weap-
ons, but bodies, brains and minds. We are learn-
ing how to produce, engineer and manufacture
them. We are learning how to design and create
new organic beings by speeding up natural selec-
tion in a way. We are learning how to create cy-
borgs, which are beings that combine organic
with inorganic parts. And, finally, we are even
learning how to create completely inorganic be-
ings. And if this indeed happens, this will not
only be the greatest revolution in history, since
history began about 100,000 years ago — it will
be the greatest revolution in biology since the
very beginning of life, four billion years ago. For
four billion years, nothing fundamental changed
in the basic rules of the game of life. Many
things happened. Dinosaurs appeared, dinosaurs
disappeared, mammals appeared, all kinds of
things. But the basic rules did not change. For
four billion years, all beings — whether amoebas,
dinosaurs, tomatoes or Homo sapiens — were
subject to the laws of natural selection and the
laws of organic biochemistry, made of organic
stuff. Now, in the 21st century, natural selection
might be replaced by intelligent design as the ba-
sic driving force of the evolution of life. Not the
intelligent design of some god above the clouds,
but our intelligent design. And even more so, the
intelligent design of our clouds — the Google
cloud, the Microsoft cloud — they will be the
main driving force of evolution. At the same
time, after four billion years of being stuck in the
small puddle of organic biochemistry, life might
break out into the vastness of the inorganic
realm. So, who will decide what to do with these
godlike powers of creation? Will the voters de-
cide? Will the customers decide? Will we just
listen to ourselves and follow our heart? But how

do you follow your heart when your heart is con-

stantly being monitored and manipulated by an
algorithm? That is the big question of our time.

Thank you.

Peter Dabrock
Thank you for this grand history and this grand

image of some of the challenges we face in the
21st century. And since we are already running
late, despite being at the very start of our confer-
ence, | just want to invite one person to raise a
question. I give this opportunity to Sheila Jasan-
off, who unfortunately has to leave us immedi-
ately after her talk. Sheila Jasanoff from Har-

vard. So, Sheila, over to you.

Sheila Jasanoff - Harvard University -
Cambridge, Massachusetts, USA

Thank you so much for giving me this opportu-
nity, and it is obviously a daunting task to follow
what you have just said with any questions what-
soever. | am tempted to ask about fifty different
questions, beginning with the fact that your “use-
less class” slide was highly gendered, and it
made me think that perhaps there is hope be-
cause there were not too many women in the
useless class. But, visuals aside, ethics, which is
what we are celebrating today, has taken root in
spaces of doubt, ambivalence, disagreement, not
knowing ways forward — your talk was ex-
tremely the opposite of that. I may not be able to
give you the exact quote, but your point about
demagogues playing publics like musical in-
struments, it brought to my mind a passage
which some people in this audience may be fa-
miliar with — it is out of Hamlet. I wanted to
quote the exact words but my iPhone is not
bringing up the exact quote at this moment. But
you recall, he has a conversation with Guilden-
stern in which he hands Guildenstern a flute, and
says: Play this flute for me. And Guildenstern
keeps saying: My lord, I can’t. I mean, I don’t
have the skill, I can’t play on the keys etc., etc.



Des Menschen Wiirde in unserer Hand — Herausforderungen durch neue Technologien. Jahrestagung, 27./28.06.2018 17

And Hamlet says: Look you, do you think that I
am easier to be played with than a flute, which
you do not have the technicality, the technical

procedures, to deal with.

Your algorithmic future that you are outlining
not only has mastered the flute, but has mastered
the human. And I just wonder, where in your
space of deterministic futurism, against which
there is a lot of evidence as well, you have room
for the kind of challenge that Hamlet was posing
to Guildenstern, who is presuming to know, al-
gorithm-like, what would make this very am-
bivalent prince tick. So what would you say,
how would you rewrite that passage in Shake-
speare? I wish I could read it for you, because I
would love you to produce the piece of counter-

Shakespeare for us.

Yuval Noah Harari - Hebriische Universitit
Jerusalem - Jerusalem, Israel

It is a very, very good and timely question. I will
try to answer a few aspects of it, because it is a
very complex issue. First of all, in order for this
kind of scenario to be realised, the algorithm
does not need to play the flute or the person per-
fectly. It just needs to do it better than the aver-
age human. In order for us to trust Google Maps
to navigate the city, Google Maps does not need
to be perfect, it just needs to be better than the
average human. In order for self-driving cars to
replace human drivers, they just need to drive
better than the average human, they do not need
to drive perfectly. That is impossible. Nobody
can do that, of course. But better than humans is
not such an impossible mission. Today, for ex-
ample, human drivers kill about 1.25 million
people every year, mainly due to human error.
So, to improve on that is not an impossible mis-
sion. And, similarly for algorithms to play a
greater and greater role in making very important

economic and political decisions, they do not

need to be perfect, they just need to be better
than the average human which, again, is not as
impossible as we sometimes tend to imagine.
And I do not say that this is a good future or a
good development. We have to be extremely
careful about the terrible dangers it involves. But
to be really aware of the dangers, we need to be
more humble about our own abilities as human
beings compared to computers, compared to al-
gorithms. If we fortify ourselves inside this kind
of imaginary fortress that — oh, we have things
that algorithm will never be able to understand,
we have free will, we have a spirit, we have the
soul, they will never understand that, we are safe
— then it will be extremely easy to dupe and de-
lude us. The easiest people to manipulate, for
example with fake news, are people who trust
too much in their own free will and say, oh, I am
not making this decision because of anything, it
is just my free decision. They are the easiest
people to manipulate because they cannot even
conceive how easy it is, once you get to know
their weaknesses, once you get to know their ha-
treds or their fears, it is so easy to manipulate
them, unless, of course, they have a much better
understanding of themselves, and of their weak-
nesses and of their imperfections. I think that,
when we come to confront this big danger of the
algorithmic future, a more realistic and humble
appreciation of human ignorance, of human stu-
pidity, of human weakness, is the key. My main
fear is not, in the end, from artificial intelligence,
it is from natural stupidity. I think it is a far
greater danger, because this is the opening that
artificial intelligence can go through. Now, I do
not believe in technological determinism, that,
okay, Al is coming and there is nothing we can
do about it, there is just a single outcome this can
result in, some creepy dystopian future. No. No
technology is ever deterministic. We do not have

free will but we do have a will, we do have a
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choice, we do have some power left. And we
know from history that the same technologies
can be used in very different ways. If you look at
East Germany and West Germany, they had ac-
cess to exactly the same technology. They had
electricity, they had radios, they had cars, they
had trains, they just chose to do different things
with them. It is the same with Al in biotechnol-
ogy. They will change the world, but they can
change the world, in different ways. And it is
still up to us to try and influence the direction it
is taking. And I think that, as I said, a more
humble and realistic appreciation of human abili-
ties and human limits will make it more, not cer-
tain, but will make it more hopeful that we can

make the right choices. Thank you.

Peter Dabrock

So, Yuval, thank you so much. I think there is a
huge amount of questions and comments left re-
lating to your thought-provoking ideas, perhaps
about the relation between feelings and rational-
ity and reason, and also the function of vulner-
ability. Nevertheless, we now have to have a
break because you have a tight schedule and we
have also to go ahead within our tight pro-
gramme. Once again, thank you so much for all
your stimulating ideas. I think it will stimulate,
foster, our forthcoming discussion, and we wish
you all the best for your next events, also provid-
ing the world with your next ideas and 21 Les-

sons for the 21st Century. Thank you.

Internationale Perspektiven zur
Frage des Einflusses moderner
Techniken auf die Menschen-
wiirde

Claudia Wiesemann - Stv. Vorsitzende des
Deutschen Ethikrats

Guten Tag. Wenn mir vielleicht ein etwas pro-
vokativer Kommentar erlaubt ist: Wenn ich mir
dieses Bild des radikalen Individualisten ansehe,
der am Ende des Humanismus steht, dann ist es
vielleicht kein groBer Schaden, wenn der durch

Algorithmen ersetzt wird.

Meine Damen und Herren, mein Name ist Clau-
dia Wiesemann, ich bin stellvertretende Vorsit-
zende des Deutschen Ethikrats und habe das
Vergniigen, die nichste Sitzung zu moderieren.
Sie wird auf Englisch sein, nutzen Sie also bitte

die Moglichkeiten des Simultandolmetschers.

I am very happy to guide you through the next
section, which will be on international perspec-
tives regarding the interrelationship of new tech-
nologies, especially biotechnologies, and human
dignity. And I want to announce the next
speaker. The announcement will be very, very
short with regard to time, but you have all the
necessary information in your information leaf-
let. So, we just say that the next speaker is the
famous Sheila Jasanoff. She is professor of Sci-
ence and Technology Studies at the John F.
Kennedy School of Government at Harvard Uni-
versity. And, Sheila, I am very much looking

forward to your talk.

Sheila Jasanoff - Harvard University -
Cambridge, Massachusetts, USA

Good morning everybody, it is a real pleasure
and an honour to be here and also a pleasure and
an odd way to follow the previous speaker. I
guess I would like to echo his call for humility,

but I think my questions about humility extend
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to the technology side of the equation as well,
and not just to the human. So, emerging tech-
nologies and the distributed self, I added a little
parenthetic “new” because one of the things I
want to suggest is that we have been worrying
about these things for a very long time, and the
question is always for the historian of the pre-
sent. So what really is new about it, and what do
we want to think about further? So this is, of
course, a very important occasion, as we have
heard, and I want to begin by saying that it is a
particular honour to be here on the tenth anniver-
sary of the German Ethikrat. And it has been, as
you have already heard, a decade of achievement
with concrete measures such as the numbers of
reports produced. But, to me, looking at the
Ethikrat from across the ocean, it is not just in
terms of paper produced or opinions cited, but
more about creating a particular kind of space
for deliberation, for thinking about a set of issues
and thinking about them in a way that is so radi-
cally different from whatever it is that we do in
America, that it is an extremely valuable thing in
and of itself to have in the world. So, if we look
a little back and a little forward, we can remem-
ber that the German Ethikrat came out of the
turn-of-the-century debates around stem cells,
and there was a period in German history when
there were actually two different kinds of com-
peting ethics bodies, and one was appointed by
the executive branch and had a sort of funny
kind of status, Der Nationale Ethikrat. And that
led, eventually, to the construction of a law, the
Ethikratgesetz. And it is important to look back
at Article 1 of that law because it says: Es wird
ein unabhéngiger Sachverstindigenrat gebildet,
der die Bezeichnung Deutscher Ethikrat trégt.
So, what are the important things to note from
the transatlantic point of view? First of all, Ge-
setz, if you look at the Ethikrat’s webpage and
just look at the first couple of paragraphs, the

word “Gesetz” appears something like half a
dozen times. In our own country, I mean in
America, the ethics councils have notably not
been established by law, but have been estab-
lished by presidential decree. And there have
been presidential councils and commissions and
hence have taken political colouration from
whatever administration happens to be in office
at the moment. And, interestingly, there has
been, I mean, perhaps fortunately, there has been
no sign yet that the current administration is in-
terested in having such a commission at all, so
one can be thankful for small favours. But the
other word to note is “Deutscher” Ethikrat, be-
cause we also do not have the sense that there
could be, or should be, an American ethics body.
So, again, it is worth thinking about what that
word “German” is doing in the Ethics Council.
One of the missing ingredients, I think, in the
previous talk, was this idea that sampling feel-
ings is all that a governing body does in conti-
nental Europe, with the traditions of general will
and building up public consensus, so a public
opinion, Meinungsbildung, | mean, that is a kind
of German term that does not translate very well
into English anyway. I mean, there is a place for
reflection and for deliberation that at least allows
one to put the word “German” in front of Ethics
Council without feeling that there is some very
contradictory thing going on here. So, on the oc-
casion of the tenth anniversary of this body, we
can turn, then, to the kinds of questions that link
up what I want to say with what has just gone
before. So, what is new in the discourse on hu-
man dignity? Yesterday, when I was walking
around Berlin on a very wonderful day, I came
across a person — the person was missing. It was
an empty bench that said that there was a hunger
strike in progress, but the first line of the placard
that was posted there was about human dignity.

And I thought to myself, you know, I know I am
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in Germany because this sign, or its equivalent,
would not appear, it just is an artefact that would
not appear in America. And I really love the way
it said “theoretisch” next to “unantastbar”, and
then went on to discuss human dignity in con-
nection with, I suppose, asylum, refugees, for-
eigners, immigration. I mean, so that little
document sort of said something about how this
concept has worked itself into a kind of public
consciousness, that it is a cultural artefact and,
therefore, when it is in our hands, we need to
think and ask what is this cultural artefact. So,
human dignity is something that many religions,
world religions, world cultures, have been think-
ing about for a long time. And as I was thinking
what to say to you this morning, it occurred to
me that an important thing to point out is that we
initially started thinking about human dignity
very much in the context of indignities. So, this
is an artistic representation of the young prince
Siddharta, immortalised by Hermann Hesse
among others, going out into the world and
meeting indignities like age, sickness and death,
and eventually realising that the path of enlight-
enment is in looking at these indignities and
thinking about what the release, the resolution is.
And the reflections on what human dignity is
about have often been connected with the mor-
tality of the human, the finality, the limitation of
human existence. So, if you go to Stratford and
look at Shakespeare’s tomb, there is a statement
on the tomb itself that is, in a sense, about hu-
man dignity, and it is in connection with death
and what is owed to the human body after death.
And, again, this is a well-known enough quota-
tion: “Good friend for Jesus’ sake forbear, To
dig the dust enclosed here. Blessed be the man
that spares these stones, And cursed be he that
moves my bones.” So, it is something about the
feeling we have about the human body and its

persistence beyond life and as a sort of continua-

tion of what the living body itself was worth.
And if you look at great poetry, even coming
into the late 20th century, and think about some-
body like Philip Larkin and his great poem
“Aubade” in which at dawn he is confronting the
thought of death, you know, at the end of that
stanza: “But at the total emptiness forever, The
sure extinction that we travel to And shall be lost
in always” — these are the moments out of which
ethical thought has emerged in the past. But now
we are in a technological era, and I think we can
all agree, whether we are technical optimists, fu-
turologists or whatever, that technology is hav-
ing a certain set of impacts. And one of the
things that people point out is this matter of con-
vergence. It is not just about bio and info, it is
about bio and info, but also material technology
such as nano. And since the turn of the century,
American public policy has been talking about
these convergent technologies, which include a
lot of different areas of application that have
ethical implications. Expanding human cognition
and communication, improving human health,
physical capabilities enhancing group and socie-
tal outcomes, strengthening national security,
and unifying science and education. So, these are
all kinds of big promises that are associated with
the new technologies of the present and, there-
fore, the ethical concerns are being raised in a
kind of expanding universe of possibility rather
than the contracting universe out of which, ar-
guably, older ethical reflections came. And if we
look just at the headlines of the day, here is a
random collection from the papers that I tend to
read — which are The New York Times, The
Guardian, The Washington Post — you will see,
over and over again, a coupling of human rights
kinds of questions, questions in which dignity is
involved in one way or another, together with
governmental action, ethical reflection and tech-

nologies. So, we can ask about humanism from a
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different point of view. What is this thing called
the human in an age of enhancement? And, not
just in a somewhat celebratory way, talk about
how the algorithms will hack us; my question is,
if biology is so reducible to algorithms, then
what is the difference between hacking an indi-
vidual by playing on their emotions directly, as
opposed to through an algorithm anyway, but the
question of limits? That is what ethics has a lot
to do about, or do with. And we can ask: What
are the limits to manipulation in this age of en-
hancement? And how can we know in any case?
So, from that point of view, I think it is worth
thinking about what has happened to the human
self, the self that was at the centre of ethical de-
liberation. And I think that it is worth pointing
out that it is not that there used to be a single
human, and now we can hack it, but, in a sense,
we are now endowed with multiple bodies that
you can think of as overlapping subjects. So,
there is the ancient phenotypic human form that
is still celebrated the world over and that stands
back of many of our legal and ethical prescrip-
tions. What can we do to and with and about this
physical human? But side by side with that
physical human, we have a genotypic human —
the human that is constituted of the genome and
the information that is coded into it. And we
have this data human, that I will come back to,
that is formed out of the traces that we leave
every time we use the internet or have a life as
consumers, citizens, you know, just random en-
quirers and travellers and tourists on the internet.
So, a lot of the ethical questions confronting us
are really about the relationship among these dif-
ferent projections of ourselves that now exist in
multiple and overlapping form. The distributed
body is distributed in different ways. So, partly it
is physical, because we lodge in different kinds
of biological entities such as cell lines, tissue

banks, databanks and even, in particular, isolated

genes out of our bodies. We are spatially distrib-
uted in the sense that there are collections and
datasets that transcend national lines and are not
located in our communities per se as we have
known them. And we are temporarily distributed
because, unlike what was the case with those re-
flections on old age and death, there are now
ways of rendering us, human subjects, human
bodies, that live longer than that phenotypic hu-
man, where the existence was bound up with the
physical self in certain ways. This distribution
raises issues which, to my mind, have constitu-
tional significance. And it is worth our thinking
— this is not something that we are going to re-
solve this morning here — but what is the rela-
tionship between ethical thought and those
things that we want to elevate to constitutional
principles? If we are really talking about transna-
tional emergent orders that are going to be com-
ing together, I think we will have to discuss
some of these issues and their constitutional di-
mensions. So, what are the boundaries of the
human? We can talk about hacking the human,
but it does not make sense if we do not know
where the human begins and ends in the first
place. Where does life begin and end? This is
something that we have now problematised in
interesting ways. We conduct all the time some-
thing that I call ontological surgery; that is, we
have to decide whether the new constructs we
are making fall on one side or another of
boundaries that are of profound ethical and legal
significance — like is it on the human side, is it
not on the human side? A lot of discussion is go-
ing on right now, today, about the so-called 14-
day rule governing embryo research that is
widely accepted throughout the world. But that
14-day rule was based on a sort of common-
sense judgement in England, not shared in Ger-
many, that the embryo before 14 days was a dif-
ferent kind of entity from the embryo after 14
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days. That is a piece of ontological surgery. And
how did we do it? How does that evolve? How
does a line-drawing episode of that sort stand up
against technological developments? And what
are the implications of the ways in which we an-
swer those first sets of questions for things like
human dignity and associated ideas of human
rights, and the difference between the human
and, say, other categories of things such as prop-
erty? We are busy extending the notion of life,
which I think is integral to any attempt to protect
or enhance human dignity, both with and without
technology. So, for a long time in the law, we
have had things called trusts where we take the
material stuff that we have put together in this
world and we bestow it into the future with codi-
cils attached. So, there are very famous trusts
like the Rhodes Trust that funds the Rhodes Fel-
lowships. And when Cecil Rhodes bestowed his
money, I guess he was thinking along the lines
of the useless class, except it was the useful class
— he left it only to men. And at some point, peo-
ple had to decide, is this going to be gender-
equalised or not? And a decision had to made
that, sorry, in this case, whatever Mr. Rhodes
thought when he set his money aside, that was
not the way in which this should continue into
the future. And now, both men and women can
have Rhodes Fellowships. But it is a way in
which we have allowed human intentionality to
pass beyond the death of the self and continue
through the material accumulations of the self
into the future. Databases allow us to do some of
the same kinds of the things; biobanks allow us
to do some of the same kinds of things; and now,
transhumanism, as you know, of course, it be-
come very popular in this techno-intensive age to
talk a lot of “transes” and a lot of “posts”, and
some people believe that we are transcending the
human in all kinds of ways. So these extensions

are going on and, for myself, instead of pro-

nouncing in a kind of grand principles way, this
is happening or that is happening, I prefer to
look at what is happening. How is the world
dealing and philosophising about, and creating
norms around these developments that are hap-
pening anyway? So, in the US, we have had the
famous case of Henrietta Lacks, who died more
than 50 years ago and left only her initials in the
form of her cell lines. For a long time, nobody
knew any longer who Henrietta Lacks was. They
did know, if they did biological research, what
HeLa was, the HeLa cell line, but most people in
biolabs did not know that HeLa was once a real
person. And yet, it became possible, historically,
to recreate Henrietta Lacks, because somebody
went off and wrote a best-selling book about her.
Is that a form of hacking? One might wonder,
but it was certainly a form of resurrecting mem-
ory and making it immortal. And, interestingly,
this popular best-selling documentary was called
The Immortal Life of Henrietta Lacks. So, over-
laid on these extensions, these technologically
mediated extensions, we have, of course, today
our intelligent machines, and they have become
ever more intelligent and ever more manipulable,
even though they occasionally fail you when you
want them most. And there is so much imbued
and imbricated into our lives that some of the
most famous images of our time have already
been remade and recast, suggesting that we are
going through a roboticised line of human evolu-
tion. So, one can ask in this pervasively digitised
and mechanised kind of world: How can we be-
gin to think about human values and think about
something so fundamental as human dignity, and
try to protect it in some way? So, again, it is
worth reflecting that these are not new ideas. We
have been thinking about it and, to some extent,
popular culture, fiction, artistic media, have gone
ahead of the deliberative instincts that people

have. So, this 1950s movie, I do not know how
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many of you are aware of it, called Forbidden
Planet, was one of the early incarnations of what
happens when you put computing capability into
human hands. And this is partly space mission,
partly computer hybrid. Some space mission has
gone off to the Forbidden Planet and has disap-
peared, and then a second mission goes in search
to find out what has happened, and they find that
there is this underground structure with strange-
shaped enormous doors and some force has
come in and destroyed most of that early mis-
sion, leaving one or two survivors. And eventu-
ally, you learn what happened. What happened
was that, through the computerised projection of
human intelligence, people, remember this was
still in Freudian times, had forgotten that you
also enlarge the id, and therefore, the negative
aspects of the human ego had been magnified
and had taken over. So the Forbidden Planet is a
good antidote, I think, to Homo Deus. Surveil-
lance, again, of course, this is a kind of universal
western cultural artefact that, it is worth noting
that, it was about 1984, that already seems kind
of ancient history. And, of course, we are also
familiar with 2001, which is also already reced-
ing into ancient history; and the computer HAL
that outsmarted the humans that made it; and Ar-
thur C. Clarke. You know, when he was inter-
viewed about the movie much, much later — he
spent out his days in Sri Lanka as a kind of out-
cast and away from technology — he insisted that
a lot of people were still arguing whether a
HAL-like entity is possible. And he said that
there is no reason whatsoever to doubt it. So, the
capability was there in a sense before it was
there; we have been imagining it and its limita-
tions in a lot of ways. So, how have we thought
about dealing with this? And here, in many re-
spects I think, European thinking is going ahead
of other thinking in the rest of the world. So, in

Europe, there is more of a sense that subjectivity

ought to be lodged in these technological projec-
tions of ourselves. And I think you can see that
as a resurgence of humanism, and not a denial of
humanism. And, of course, my definition of hu-
manism would not create the reason/feeling
boundary, I just don’t believe in that. So the data
subject is already protected and the GDPR has
just gone into effect, and if you are at all like me,
you have had 30 emails telling you to go and
correct your privacy settings, and when you dig
deeply into them, you find that they do not really
let you correct your privacy settings. So there are
ways for us to reflect together on what it means
to let Google still control how GDPR is going to
affect Google. And, that is, there is a place for
thought for a body like the one that we are here
celebrating today. In the US, we often go to the
Supreme Court because we do not have a body
like the Ethikrat, as I have already said. And,
very recently, for whatever reason, the Chief Jus-
tice of the United States seems to be kind of lib-
eral in one area of individual rights against the
State, and that is where it concerns cell phones.
He already wrote a majority opinion a few years
ago saying that cell phone searches without
search warrants are against the law. And then,
the Supreme Court just handed down a decision
saying that using locational information from
your cell phones, without a warrant, is also
against the Fourth Amendment of the US Consti-
tution. But the more general point is that, even in
the US, where we do not have a concept of the
data subject as such, there is a kind of backcast-
ing out of our rights discourse to thinking — what
is that subject entitled to, given that the subject is
now tied in. In his previous opinion, the Chief
Justice said that, if a Martian were to come down
to Earth, that Martian might well think that we
are part of our cell phones, that our cell phones
have become part of our bodies. And I some-

times say that this is a very important lawyer and
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constitutional theorist who has no idea of STS,
and yet has imbibed the idea of cyborgs because
he sees that we are machine-human hybrids. So
this kind of thing is going on. And, of course,
again in Europe, we have had the famous case of
Google Spain in which one of these extensions,
how appropriate is it to keep trivial facts of
memory alive? How is this algorithm going to
know us in part by performing feats of memory
that we would not allow ourselves to perform?
You know, forgiveness and forgetfulness are
considered to go hand in hand, that we forget
certain kinds of things in order to have the possi-
bility of forgiveness. But Google never sleeps
and Google never forgives even the most mun-
dane debts, as they did not in the case of this
gentleman Mr. Gonzalez, and therefore we got
the Google Spain case. But people absolutely do
not agree on how we should interpret that case
and, already, there is a disagreement across the
Atlantic based on different ideas of dignity and
different ideas of what being human means. So,
Viktor Mayer-Schonberger, who is a European-
trained thinker about these kinds of issues, has
said that if you are always tied to the past, it is
difficult to grow to change. But I think you hear
Kantian echoes there of what a human being is,
and the evolutionary development of the human.
And that the human is not static, but changes
over time and, therefore, what the human is enti-
tled to. Whereas his counterpart — and I know
both of these scholars very well because they
both were housed at the Kennedy School, which
was my home institution for a very long time —
takes the position that Google Spain was actually
an erroneous kind of decision because it was the
government presuming to understand technol-
ogy, which we really ought to leave in the hands
of the technologists themselves. But where else
do we leave governing power entirely in the

hands of the powerful without exercising any

other kind of control? And, again, it is a question
for ethics and a question, in particular, around
this central idea of human dignity, how we rec-
reate some kind of sense of order around these
capabilities that enhance our capabilities in di-
rections where we may not actually want to go.
And there is plenty of reason to believe that, be-
haviourally, we are doing things to ourselves that
need reflection, that need deliberation in some
sense. So, this kind of scene where, a few years
ago, it would have been not common to see a
bunch of young people all looking at somebody
else, not present, even when they are grouped
around a table, being together. And then, some
of the applications, so, all of my young friends
under the age of 30 in America seem to use this
device called Venmo. In Germany, you still do
not need this app because the waiter comes
around at the end of the evening and somehow
magically knows what each person has ordered
and says, after you have gone through the
“zusammen versus getrennt” routine, exactly
what each person has ordered. Whereas in Amer-
ica, we have committed this to Venmo, but
Venmo is not ideology-free. By rendering pay-
ments between friends nearly invisible — no cash
changes hands, very convenient, no cheques are
written — Venmo theoretically should make these
relationships less obviously transactional. And
yet the digitally precise data point by providing
that this app arguably promotes the libertarian
“every user for himself” ethos of Silicon Valley.
So, the apps come out of an imagination. These
imaginations are rooted, they are not universal.
So, any kind of statement about algorithms, apps
or whatever, they have to go back and touch
ground sometime. And even the great emergent
voice of moral authority in the world, who sud-
denly happens to be in the Vatican, of all places,
has himself opined on technologies and has

scolded his audience for taking pictures. And it
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is a bad thing, I tell you, it gives me so much
sadness when I celebrate here in the Piazza Ba-
silica — and I see so many raised cell phones, not
just of the faithful, even of some priests and even
bishops. So, we obviously desperately need a
place to reflect and not imagine that technology
has put us on that Shinkansen to the future and
we cannot get off. I myself have written with
colleagues about a global observatory to think
about genome editing, but it could be extended
to other technological areas as well. And we can
therefore go back to the ancient collective ques-
tion: What is to be done? And I would suggest
that, as the Ethikrat contemplates its next ten
years, there are certain overarching things that it
might keep in mind. Against urgency. When we
had our climatic decision integrating the schools,
just as Felix Frankfurter put into the opinion the
words “with deliberate speed”. So, “not immedi-
ately”, because it was a societal revolution, a
transformation, and it should happen without ur-
gency. What would slow science look like?
There are some people who have coined the term
“in imitation of slow food”. But what might a
slow and deliberative science look like? Inclu-
sive deliberation, this is something that, very
much, I think we need to think about. And inclu-
sive does not just mean stakeholders in the parts
of the world where the technology is already
ahead and chugging along. It means genuinely
bringing people on board who are not even
thinking about these technological futures. But
the genome belongs to everybody, not just to the
people who are able to hack it. And then, what
about the objectives? And getting the questions
right is more important than getting the right an-
swers to the questions that one may have heard.
What might an idea of radical hospitality mean if
one is inviting opinion from very different cul-
tures and different ways of thinking? In America

today, we think of the radical others simply be-

ing synonymous with China, but it is not enough
for the US and China to declare summits and say
that we have decided on the world. And then,
what might a cosmopolitan ethics look like? And
I am hopeful that, out of the deliberations of
your body, we will begin to get some answers to

some of these questions. So thank you.

Claudia Wiesemann

Thank you very much, Sheila. I would like to in-
troduce the next speaker: Henk ten Have. He is
professor and Director of the Center for Health-
care Ethics at Duquesne University in Pittsburgh.
Even more importantly, he was Director of the
Division of Ethics of Science and Technology at
UNESCO in Paris. He has the global perspec-
tive, and has been trying for a long time to real-
ise a global perspective on ethics. So I am look-

ing forward to your talk.

Henk ten Have - Duquesne University -
Pittsburgh, Pennsylvania, USA

I would like to congratulate the Ethikrat for all
the work it has done, especially all the contribu-
tions it has made to the development of bio-
ethics. A few weeks ago, I was reading a book
that I should have read long ago and that (...).
This is the book of Stefan Zweig, Die Welt von
Gestern. And, you could say, what Zweig was
actually presenting was not only history, but also
a vision of the future. And I would say that, in

fact, he is arguing that the [...]

Well, otherwise I just continue. Oh yes, thank
you. Thank you. In his work, when you read it
and it impresses you, he discusses about the cul-
ture of Europe. At the same time, he tries to in-
dicate what we were in the process of losing at
the time he wrote the book. But also, he suggests
what must be; the importance of the culture that
we must have in Europe. And if you read his

book, this is a very good illustration of what hu-
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man dignity means. Because it was a time when
it was violated. At the same time, it suggests
what we are losing, what we should keep in our
minds and in our societies. So, you can say there
is an atmosphere of tolerance, world citizenship,
that we were losing at the time when he wrote
the book. He sketches a society where people are
expected, and feel free, from bias and narrow-
mindedness. He also emphasises the importance
of individual liberty, spiritual independence. So
all these things that he sees we are losing in his
time are also important if you want to preserve
human dignity in our times. So, it is sufficient
for the future and also, especially, he suggests
that we, at the same time, are losing it, but what
is important and for the loss that we are experi-
encing. Because we need to have a time where
the life of the individual in society is not domi-
nated. That is what he is suggesting. Not domi-
nated by the military, not dominated by the po-
litical, not dominated by the commercial, but by
the arts, the sciences and humanities. And this is
also, I think, a very good characteristic of what
human dignity should be in our societies. So, he
is sketching this, let us say — oh it goes the other
way. We all know, of course, that it is very diffi-
cult to define human dignity. Everybody will
agree to this, regardless of the definition pro-
vided. And at UNESCO, where we had to find a
common ground for global bioethics before ar-
guing that, if somebody asks, some delegations
asks, what is the definition of human dignity,
they are asking for trouble because they know
that it will never be possible to agree on a defini-
tion. At the same time, we know perfectly well
that, without any definition, we know what it is.
We can give examples, we can give a kind of de-
scription. Even if people have different views on
the same notion. | often use the work of Roberto
Andorno because he wrote a lot about the con-

cept and definitions of human dignity; that hu-

man dignity is essentially the idea that every
human individual has inherent worth and ac-
companying rights. And that is also one of the
basic ideas for the work of UNESCO in the field
of bioethics. So we can have this idea of inherent

worth, but what is also very important, and I

think that makes the concept of dignity very
theoretical, very practical, despite being difficult
to define. Because the consequence of the con-
cept of human dignity is human rights. If you
want to know the practical value of dignity, peo-
ple always refer to human rights. Different t